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Abstract—Today’s mobile devices are capable of tackling various complicated tasks that may require a large amount of communication, computation, and caching (3C) resources. Due to users’ heterogeneous resources and service requirements, it is challenging for each user to always accomplish his task satisfactorily. To alleviate this issue, mobile users can exploit the heterogeneity and crowdsource their resources to enhance the task execution performance. In this paper, we propose a general 3C framework that enables mobile users to share all three types of resources through device-to-device connections. Such a framework generalizes many existing 1C/2C resource sharing models (that only shares one or two types of resources among users). To quantify the benefit of the proposed framework, we focus on an energy minimization problem, and show that the 3C framework always achieves a smaller total energy consumption, comparing with other 1C/2C models. Furthermore, we show that the energy reduction is maximized, when user connection probability and content caching ratio are neither too large nor too small. Our numerical results show that, when ignoring device-to-device transmission energy, the general 3C framework can reduce the total energy consumption by 82.98%, comparing with the 1C/2C models.

I. INTRODUCTION

A. Background and Motivation

We have been increasingly using mobile devices to tackle various complicated tasks, such as online gaming, data processing, and augmented reality. These tasks may request a large amount of communication resources (for data downloading and uploading), computation resources (for data processing), and caching resources (for data storage and retrieval), named 3C resources. Due to users’ heterogeneous resources and service requirements, it is challenging for each user to always accomplish his task satisfactorily.

To resolve the issue of potential mismatch of users’ requirements and resources, some recent research have focused on the approach of mobile cloud offloading [1], where mobile devices offload their data processing tasks or data storage to the cloud. However, such an offloading approach is most suitable when the tasks request a large amount of computation or storage resources but a small amount of communication resources, in which case the overhead induced by the additional communications between users and the cloud does not cause significant energy and latency concerns [2].

Another line of studies focused on mobile user resource sharing, where nearby mobile devices share their resources for cooperative task executions through local device-to-device (D2D) connections (e.g., Bluetooth and WiFi Direct). Such resource sharing can effectively pool the mobile users’ heterogeneous resources, and improve the overall network performance.

There have been several end-user resource sharing models that involve the sharing of one type of the 3C resources, named 1C sharing models. For example, papers [3] and [4] proposed user-provided networks, where nearby mobile users share their Internet connectivity for cooperative downloading. Papers [5] and [6] proposed ad hoc computation offloading models, which enables the computation resources sharing among nearby mobile users for data processing. Papers [7] and [8] proposed ad hoc content sharing models, where nearby mobile users share their cached contents. Some recent work also considered 2C resource sharing models (i.e., sharing two types of resources), such as distributed data analysis models [9], [10] that enables the sharing of caching and computation for data collection and data analysis.

However, these earlier excellent studies did not exploit the potential benefit of jointly optimizing the 3C resources. There are several benefits of studying a general framework that enables the joint 3C resources sharing among mobile users. First, the general framework allows users who are interested in different applications to cooperate with each other, hence may open up new resource sharing possibilities. Second, comparing with 1C/2C resource sharing, the joint 3C resource sharing can further exploit the diversity of the mobile devices and achieve a more effective resource allocation. However, fully characterizing the benefit of such a general 3C sharing under different network scenarios is a challenging and long-term task.

B. Solution Approach and Contribution

In this paper, we present the first study regarding the general 3C framework, which aims to generalize many of the existing end-user resource sharing models and provide additional network design and optimization flexibility. Instead
of modeling the network based on the tasks or applications that users want to accomplish, this framework is centered around the characterization of the resource requirements of each user task and the proper sharing and allocation of the resources.

Figure 1 shows an example of the general 3C framework. User 3 has a task with the following components: retrieving contents “A” and “B” (either from the Internet through downloading or directly from some user’s cache), performing computation, and outputting contents “C” (to the Internet) and “D” (to user 3’s local cache). With the general 3C framework, three users can form a group with D2D connections and share their communication (downlink and uplink), computation (CPU), and caching resources. In this example, user 1 is responsible for obtaining the input contents and delivering them to user 2 for computation, user 2 performs the computation and sends the output contents to user 3, and user 3 further uploads content “D” and stores content “D” in his local cache.

To demonstrate the concrete benefits of the general 3C framework, we will focus on an energy minimization problem, formally and numerically. Our key contributions are as follows:

- **A General 3C Resource Sharing Framework**: We propose a general framework for the joint 3C resources sharing, which generalizes many of the existing end-user resource sharing models.
- **Energy Efficiency Optimization**: We focus on an energy minimization problem, and show how much the 3C framework can reduce the total energy consumption, comparing with the 1C/2C models. We characterize the significance of such energy reduction analytically and numerically. Our key contributions are as follows:
  - A General 3C Resource Sharing Framework: We propose a general framework for the joint 3C resources sharing, which generalizes many of the existing end-user resource sharing models.
  - Energy Efficiency Optimization: We focus on an energy minimization problem, and show that the proposed 3C framework always achieves a lower overall energy consumption, comparing with the 1C/2C models. In addition, we show that the energy reduction is maximized, when user connection probability and content caching ratio are neither too large nor too small.
  - Experiments and Performances: Numerical results show that, when ignoring the D2D transmission energy, the general 3C framework can reduce the total energy consumption by 82.98%, comparing with the 1C/2C models.

The rest of this paper is organized as follows. We propose the general framework in Section II. Focusing on the energy minimization problem, we analyze the energy reduction due to the framework theoretically and numerically in Sections III and IV, respectively. In Section V, we conclude our work.

II. A GENERAL 3C SHARING FRAMEWORK

A. System Model

We consider a set of mobile users $\mathcal{N} = \{1, 2, \ldots, N\}$, some of which have tasks to execute. These users form a mesh network for cooperative task execution, where $\mathcal{E}(n)$ denotes the set of users who have D2D connections with user $n$.

Let $\mathcal{K} = \{1, 2, \ldots, K\}$ denote the set of all contents possibly involved in the system, where $\mathcal{K} = \{k\}$. These contents can be downloaded from the Internet, retrieved from users’ caches, or fetched from the output of tasks.

**User Model**: Each user $n \in \mathcal{N}$ owns different kinds of resources, represented by a tuple:

$Q_n = (Q_{n}^{\text{down}}, Q_{n}^{\text{up}}, Q_{n}^{\text{cpu}}, Q_{n}^{\text{ca}})$.

Here, $Q_{n}^{\text{down}}$, $Q_{n}^{\text{cpu}}$, and $Q_{n}^{\text{up}}$ denote user $n$’s capacities of downloading (bits per second), computation (CPU cycles per second), and uploading (bits per second), respectively. The vector $Q_{n}^{\text{ca}} = \{Q_{n1}^{\text{ca}}, \ldots, Q_{nK}^{\text{ca}}\}$ denotes user $n$’s cached contents, i.e., $Q_{nk}^{\text{ca}} = 1$ if user $n$ has cached content $k$, and $Q_{nk}^{\text{ca}} = 0$ otherwise. Let $Q_{n\rightarrow m}^{\text{d2d}}$ be the D2D transmission capacity (bits per second) from user $n$ to user $m$. Let $c_{n}^{\text{down}}$, $c_{n}^{\text{cpu}}$, $c_{n}^{\text{up}}$, and $c_{m\rightarrow n}^{\text{d2d}}$ denote the energy consumption of the corresponding operations per second, respectively.

**Task Model**: Each user may or may not initiate a task. Let $S = \{1, 2, \ldots, S\}$ denote the set of all tasks initiated by users, where each task is represented by the task model in Figure 2. Namely, each task has a main computation module (e.g., data processing), which requests some input contents (from downloading or users’ caches) and generates some output contents (for uploading or storing in the task owner’s cache).

Based on Figure 2, each task can be denoted by a tuple:

$D_s = (u_s, A_s^{\text{cpu}}, D_s^{\text{in}}, D_s^{\text{cpu}}, D_s^{\text{out}}, D_s^{\text{up}}, D_s^{\text{ca}})$.

Parameter $u_s$ denotes the task owner ID, i.e., the user who requests the task $s$. Vector $A_s^{\text{cpu}} = \{A_{s1}^{\text{cpu}}, \ldots, A_{sK}^{\text{cpu}}\}$ indicates each user’s capability of performing the computation, i.e., $A_{sk}^{\text{cpu}} = 1$ if user $n$ is capable of performing the computation of task $s$. Parameter $D_s^{\text{cpu}}$ is the total CPU cycles requested by task $s$. The $K$-dimensional vectors $D_s^{\text{in}}, D_s^{\text{out}}, D_s^{\text{up}},$ and $D_s^{\text{ca}}$ refer to the contents that requested for the corresponding operations, i.e., $D_{sk}^{\text{in}} = 1$ if $X = \text{in, out, up, ca}$ if content $k$ is requested by task $s$ for input, output, uploading, or cache, respectively.

Based on above discussions, we can divide each task into three subtasks — the input subtask, the computation subtask, and the uploading subtask. We consider a general 3C framework, where different subtasks (of a same task) can be potentially performed by different users. Moreover, the downloading or the uploading of different contents (of a subtask) can also be performed by different users, leading to the maximum flexibility for resource sharing and system performance optimization.

B. Problem Statement

The 3C framework allows us to model various network resource sharing scenarios with different system objectives, e.g., energy minimization or task number maximization. We first explain the decision variables and system constraints, and then propose an energy minimization problem.

We consider the following binary decision variables. Let $x_{n\rightarrow m}^{\text{cpu}}$ denote whether user $n$ performs the computation subtask of task $s$. Let $x_{n\rightarrow m}^{\text{up}}$ or $x_{n\rightarrow m}^{\text{cpu}}$ denote whether the input or the uploading of task $s$’s content $k$ is performed by user $n$. Let $x_{n\rightarrow m}^{\text{cpu}}$ denote whether an input content $k$ of task $s$ is

1If computation is not requested, the requested computation amount is zero.
downloaded user $n$. For each of the above variables, $x = 1$ represents that the subtask (or the content of the subtask) is allocated to the corresponding user. To model the multi-hop content delivery, we define variables $z^i_{s,k;i→j}$, $z^m_{s,k;i→j}$, and $z^{ca}_{s,k;i→j}$, where $X^n_{s,k;→n} = 1 (X = in, up, ca)$ if task $s$’s (input, uploading, and cache) content $k$ is delivered from user $i$ to $j$, respectively.

1) Constraints: The task allocation decisions should satisfy the following constraints.

**Allocation constraints:** When executing a task, its computation subtask should be allocated to exactly one user (even if $D_{cpu}$ is zero$^2$):

$$\sum_{n \in N} x^m_{s,n} = 1, \ \forall s \in S.$$  
(1)

The input and the uploading of a requested content should be allocated to one user, respectively:

$$\sum_{n \in N} x^i_{s,k;→n} = D^i_{sk}, \ \forall s \in S, k \in K.$$  
(2)

$$\sum_{n \in N} x^u_{s,k;→n} = D^u_{sk}, \ \forall s \in S, k \in K.$$  
(3)

**Capacity constraints:** The user who is assigned to perform the computation subtask should be capable of performing it:

$$x^m_{s,n} \leq A^m_{sn}, \ \forall s \in S, n \in N.$$  
(4)

The input of a requested content is executed by a user who either has the content in his local cache or is going to download it from the Internet (for any task $r \in S$):

$$x^i_{s,k;→n} \leq Q^ca_{nk} + \sum_{r \in S} x^d_{r,k;→n}, \ \forall s \in S, n \in N, k \in K.$$  
(5)

**Network flow balancing constraints:** These constraints are applicable when the content delivery is through multi-hop transmissions. For any content at any user, the incoming number of the contents that are transmitted to the user should equal the outgoing number (i.e., the number of the contents that are transmitted from the user).

Taking the content input ($x^i_{s,k;i→j}$) as an example. For any task $s \in S$ and content $k \in K$, the flow constraint at user $i$ is

$$\sum_{j \in E(i)} x^i_{s,k;j→i} + x^i_{s,k;→i} D^i_{sk} = \sum_{j \in E(i)} x^i_{s,k;i→j} + x^m_{s,i} D_{sk}.$$  
(6)

The left-hand side is the incoming number of task $s$’s content $k$, including the number of the content that user $i$ receives from his nearby users and the number of the content he is responsible for input (one if $x^i_{s,k;→i} = 1$ and $D^i_{sk} = 1$). The right-hand side is the outgoing number of task $s$’s content $k$, including the number of the content that user $i$ transmits to his nearby users and the number of the content he uses to perform computation (one if $x^m_{s,i} = 1$ and $D^m_{sk} = 1$).

We can apply the similar argument to the caching and uploading and obtain the following constraints:

$$\sum_{j \in E(i)} x^c_{s,k;j→i} + x^c_{s,i} D^c_{sk} = \sum_{j \in E(i)} x^c_{s,k;i→j} + 1_{i = u_s} x^c_{s,k;→i} D^c_{sk}.$$  
(7)

$^2$When $D_{cpu} = 0$, the computation subtask will be allocated to one of the content input users, the uploading users, or the task owner (depending on the resource allocation objectives), so that it can be regarded as a content gathering without introducing additional energy consumption.

$$\sum_{j \in E(i)} z^u_{s,k;j→i} + x^u_{s,i} D^u_{sk} = \sum_{j \in E(i)} z^u_{s,k;i→j} + x^u_{s,i} D^u_{sk}.$$  
(8)

Operator $1_{i = u_s} = 1$ if $i = u_s$, and $1_{i \neq u_s} = 0$ if $i \neq u_s$.

**Worst Delay Constraints:** We first show a worst case delay constraint, and then explain how the worst delay is calculated.

For executing a task $s$, the worst (maximum) delay, denoted by $T_{s}$, should be smaller than a delay restriction $T_{s}$:

$$T_{s} \leq T_{s}, \ \forall s \in S.$$  
(9)

The worst delay is the maximum delay that may happen due to the resource sharing. Constraint (9) ensures that the delay constraint $T_{s}$ is always satisfied in the worst case.

The worst delay of a task comprises the worst delays of the downloading, computation, uploading, and D2D transmission$^3$:

$$T_{s} = T_{sd} + T_{cpu} + T_{su} + T_{d2d}.$$  

Let $\tau_{sd}, \tau_{cpu},$ and $\tau_{up}$ be user $n$’s total performing time of downloading all the allocated downloading, computation, and uploading subtasks, and let $\tau_{d2d}$ be the total D2D transmission time from user $n$ to user $m$ of completing all the allocated transmitting contents. Formally,

$$\tau_{sd} = \sum_{r = 1}^{S} \sum_{k = 1}^{K} x^d_{r,k;→n} L_{k},$$

$$\tau_{cpu} = \sum_{r = 1}^{S} \sum_{k = 1}^{K} x^m_{r,k;→n} L_{k},$$

$$\tau_{up} = \sum_{r = 1}^{S} \sum_{k = 1}^{K} x^u_{r,k;→n} L_{k},$$

$$\tau_{d2d} = \sum_{r = 1}^{S} \sum_{k = 1}^{K} (z^{in}_{s,k;→n} + z^{up}_{s,k;→n} + z^{ca}_{s,k;→n}) L_{k}.$$  

The task $s$’s worst downloading delay is derived as follows. Suppose any user $n$ divides his total downloading capacity to multiple tasks (allocated to him) according to the total size of each task’s downloading amount. When all the downloading requests allocated to the user $n$ arrive simultaneously, these tasks will share the user $n$’s capacity during the entire downloading process, which leads to the maximum downloading time $\tau_{sd}$ for each of these tasks. As a task $s$ can obtain multiple contents from different users, the worst downloading delay that task $s$ experiences is the maximum downloading time $\tau_{sd}$ among all the users who are responsible for downloading any of the task $s$’s requiring contents:

$$T_{sd} = \max_{n} \{n \sum_{k = 1}^{K} x^d_{s,k;→n} (1 - Q^ca_{nk}) > 0 \}.$$  

A similar idea applies to the formulation of the worst computation and uploading delays:

$$T_{cpu} = \sum_{n = 1}^{N} x^m_{n} \tau_{cpu}, \ \ T_{up} = \sum_{n = 1}^{N} \max_{n} \{n \sum_{k = 1}^{K} x^m_{s,k;→n} = 0 \} \tau_{up}.$$  

The worst D2D transmission delay is approximately the maximum delay among all the D2D connections that transmit task $s$’s contents$^4$:

$$T_{d2d} = \max_{n,m} \{n,m \sum_{k = 1}^{K} (z^{in}_{s,k;→n} + z^{up}_{s,k;→n} + z^{ca}_{s,k;→n}) > 0 \} \tau_{d2d}.$$  

$^3$The content input from a user’s cache (without downloading) or the content output to the task owner’s cache will not induce any delay.

$^4$Due to the complexity of modeling multi-hop transmission delays, we consider the worst delay approximation, which will be close to the actual worst delay when a few connections incur delays much larger than the others.


<table>
<thead>
<tr>
<th>Shared Resource</th>
<th>Examples and Task Models $D_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downloading</td>
<td>(1) User-provided networks [3], [4] $\langle u, 1, (D_{data}^{up}, 0, D_{data}^{down}) \rangle$</td>
</tr>
<tr>
<td></td>
<td>(2) Ad hoc computation offloading [5], [6] $\langle u, A_{cpu}^{cpu}, (D_{cpu}^{up}, 0, D_{cpu}^{down}) \rangle$</td>
</tr>
<tr>
<td></td>
<td>(3) Ad hoc content uploading [11] $\langle u, D_{data}^{up}, 0, D_{data}^{down} \rangle$</td>
</tr>
<tr>
<td>Content</td>
<td>(4) Ad hoc content sharing [7], [8] $\langle u, D_{data}^{up}, 0, D_{data}^{down} \rangle$</td>
</tr>
<tr>
<td>Hybrid</td>
<td>(5) Hybrid data analysis [9], [10] $\langle D_{data}^{cpu}, 0, D_{cpu}^{down} \rangle$</td>
</tr>
<tr>
<td>Device-to-device</td>
<td>(6) Ad hoc data forwarding [12] $\langle u, A_{rec}^{rec}, (D_{data}^{up}, 0, 0, 0) \rangle$</td>
</tr>
</tbody>
</table>

2) **Energy**: Now we define the energy for executing a task $s$, which consists of the energy for downloading, computation, uploading, and D2D transmission. Formally,

$$E_s = E_{down}^s + E_{cpu}^s + E_{up}^s + E_{d2d}^s.$$ 

We assume that the energy consumptions are linear with the performing time [1]:

$$E_{down}^s = \sum_{n=1}^{N} \epsilon_{down}^n \sum_{k=1}^{K} x_{s,k} \cdot L_k;$$

$$E_{cpu}^s = \sum_{n=1}^{N} \epsilon_{cpu}^n \cdot D_{cpu}^n;$$

$$E_{up}^s = \sum_{n=1}^{N} \epsilon_{up}^n \cdot L_k;$$

$$E_{d2d}^s = \sum_{n=1}^{N} \sum_{i=1}^{N} \epsilon_{d2d}^{i,j} \cdot \sum_{k=1}^{K} \left( x_{s,k} \cdot \epsilon_{down}^n + z_{s,k} \cdot \epsilon_{cpu}^n + z_{s,k} \cdot \epsilon_{up}^n \right).$$

3) **Problem Formulation**: We are interested in minimizing the overall system energy consumption, i.e.,

$$\text{minimize } \sum_{s \in S} E_s$$

subject to $(1) \sim (9)$.

The problem can be converted into an integer linear optimization problem, and can be solved by standard optimization solvers, such as CVX Gurobi. In practice, users may be widely distributed within a large area, hence a distributed algorithm might be needed for computing the resource allocation. We will discuss this further in Section II.

C. **Generalization of Existing Models in the Literature**

Through properly specifying various parameters, our proposed 3C framework can generalize the existing 1C and 2C resource sharing models in the literature, as illustrated in Table I. In the table, vectors $D_s^{data}$ denote the contents that are requested for the corresponding operations. Vector $A_s^{rec}$ denotes the receiver set of the forwarded data. In addition, although the ad hoc computation offloading and the distributed data analysis have the same task model, the modeling of users who have the input contents are different, which corresponds to task owners and any subset of users, respectively.

III. **Energy Minimization in 3C Sharing**

Comparing with the 1C/2C models, the 3C framework improves the system performance from two aspects: enlarging the cooperative group and enabling the multi-resource cooperation. In this section, we demonstrate the advantages of the two aspects by analyzing the energy minimization problem (10). To simplify the analysis, we ignore the D2D transmission energy, the impact of which is examined numerically in Section IV.

A. **System Settings**

We consider a random graph model $G(N, p)$ [13] to model the mobile users and their D2D connections, where $N$ users are connected randomly and independently with the same probability $p$. Suppose that the network is large and sparse, so that $N$ approaches infinite with $Np$ being a constant. These users are heterogeneous in terms of their own resources. Specifically, each user $n$ owns some resources $Q_{n,\text{down}}, Q_{n,\text{cpu}}, Q_{n,\text{up}}$. The capacities $Q_{X} (X = \{\text{down}, \text{cpu}, \text{up}\})$ are independent and identically distributed (i.i.d.) with the cumulative distribution function (cdf) $F_{Q}^X (x)$ and the probability density function (pdf) $f_{Q}^X (x)$, and the capacities are distributed within range $(Q_{\text{min}}, Q_{\text{max}})$, i.e.,

$$F_{Q}^X (Q_{\text{min}}) = 0, \ F_{Q}^X (Q_{\text{max}}) = 1.$$ 

Different kinds of capacities will follow different distributions. In addition, each user $n$ uniformly and randomly caches $M_{ca}$ contents in $Q_{n,\text{ca}}$ before the task allocation, i.e., $\sum_{k=1}^{K} Q_{n,k} = M_{ca}$. For the convenience of analysis, we assume that all the contents have the same size that is normalized to one, i.e., $L_k = 1$ for all $k$, and the users are homogeneous in terms of energy coefficients, i.e., $c_n^X = c_X, X = \{\text{down}, \text{cpu}, \text{up}\}$.

As mobile users may be distributed within a large area, it may be difficult to optimize the network performance using a centralized algorithm that sometimes require huge information gathering across the entire network. Hence, in the following analysis, we consider a distributed cooperation algorithm: each user can choose to allocate his tasks to his neighbors only (i.e., the users who are connected with him) to minimize the energy consumption. This algorithm provides a suboptimal solution of the original problem (10). The performance gap between the suboptimal distributed algorithm and the optimal centralized algorithm (10) will be quantified in Section IV.

B. **Energy Reduction Due to the Enlarged Cooperative Group**

In this subsection, we focus on a particular resource (e.g., downloading, uploading, or computation), and show how the number of the users who contribute resources affects the expected energy consumption on that resource. For presentation simplicity, the term “resource” in Section III-B only refers to one particular resource, so we omit the resource-specific super-scripts and sub-scripts. Without loss of generality, we set the energy coefficient of the resource to be one.

5This assumption is reasonable as most real networks that are sparse [13].

6The uniformly and randomly caching is a widely used benchmark in proactive caching, leading to the lower bound of the system performance [14].
Suppose that each user is willing to contribute his resource to other users with a probability \( \alpha \) (hence, on average \( \alpha \) fraction of users contributes resources). Under these network homogeneity assumptions, each task will have the same expected energy consumption. We will try to understand how the fraction \( \alpha \) affects the expected energy of each task.

We first characterize the expected lower bound of the energy consumption of each task under a particular \( \alpha \) (i.e., the best that the system can achieve when \( \alpha \) fraction of users contributes), and then show how the fraction \( \alpha \) affects such a lower bound.

1) Expected Lower Bound Energy Consumption: Under the general framework, we want to allocate each task to minimize the energy under the delay constraints. When the delay constraint is large enough, each task can be allocated to the neighbors of the task owner who has the highest capacity, and this leads to the lower bound energy consumption. By using the order statistic result [15], the distribution of the highest capacity among total \( n \) users is given by

\[
\hat{f}_{\hat{N}}(n) = n(F(x))^{n-1} f(x).
\]

In the random graph \( G(N, p) \), any user’s degree (i.e., the number of the user’s neighbors) is distributed as follows [13]:

\[
P(\text{degree} = m) = \frac{(Np)^m e^{-Np}}{m!}.
\]

For a user with a degree \( m \), the probability that \( \hat{N} \) of his neighbors share their resources is \( P(\hat{N}|m) = C_{N}^m \alpha^N (1-\alpha)^{m-N} \). Taking the expectation over \( \hat{N} \), the expected lower bound energy consumption of this user’s task is

\[
\hat{W}(\alpha, m) = \sum_{N=0}^{m} P(\hat{N}|m) \int_{0}^{Q} \frac{1}{x} \hat{f}_{\hat{N}+1}(x) \, dx,
\]

where \( \hat{f}_{\hat{N}+1}(x) \) is the distribution of the highest capacity among the \( \hat{N} \) neighbors and the user himself. Then, taking the expectation of \( \hat{W}(\alpha, m) \) over all degrees \( m \), we obtain the expected lower bound energy of each task:

**Proposition 1 (Lower Bound Energy).** In the random graph \( G(N, p) \), if \( \alpha \) fraction of users contributes their resources, the expected lower bounded energy consumption of the resource on each task is

\[
W(\alpha) = \frac{1}{Q} + \int_{0}^{Q} e^{Np(F(x)-1)\alpha} F(x)x^{-2} \, dx.
\]

2) Impact of Contributing User Fraction \( \alpha \): Based on Proposition 1, \( W(\alpha) \) satisfies the following properties.

**Corollary 1 (Non-Increasing Energy in \( \alpha \)).** The expected lower bound energy \( W(\alpha) \) is non-increasing and convex in \( \alpha \).

Intuitively, as the fraction \( \alpha \) increases, the total number of contributing user increases, so the expected lower bound energy decreases. Furthermore, we observe the diminishing marginal return, i.e., the additional increase of contributing users induces less energy reduction.

**Corollary 2 (Existence of Optimal \( p \)).** For any contributing user fraction \( \alpha \in (0, 1) \) and distribution function \( f(x) \), there always exists an unique optimal \( p^*(\alpha, f(x)) \) that maximizes the marginal decrease of the expected lower bound energy consumption \( |W'(\alpha)| \), where \( Np^*(\alpha, f(x)) > 1 \).

Intuitively, when \( p \) is small (i.e., the users are sparse), the increasing contributing users may not have connections with the requiring users, so the marginal energy reduction is small; when \( p \) is large (i.e., the users are dense), most users may already connect with some high capacity neighbors, so additional contributing users make small differences.

Hence, in practice, for a particular \( f(x) \) and \( \alpha \), the system can reduce the energy consumption through increasing the fraction of contributing users \( \alpha \), especially when \( p = p^*(\alpha, f(x)) \) (under which a large number of users form a giant component, and the others form numerous isolated components [13]).

C. Energy Reduction Due to the Multi-Resource Cooperations

We take user-provided network [3] as an example to demonstrate the energy reduction from exploiting multi-resource cooperations in the 3C framework. In the user-provided network, users share their downloading capacities only, without sharing their cached contents. In the 3C framework, users can share both their downloading capacities and their cached contents, which leads to a lower energy consumption.

We first describe users’ content requesting model. Then, we compare the lower bound energy consumption between the user-provided networks and the 3C framework. Without loss of generality, we set \( \alpha = 1 \) (full cooperation among users) and normalize the downloading energy coefficient to be one.

1) Content Requesting Model: Suppose each user requests one content input task, which involves uniformly and randomly requesting \( M^{req} \) contents from the content set \( K \), i.e., \( \sum_{k=1}^{K} D_{kn} = M^{req} \). Considering a user with \( m \) neighbors, and let \( Z_m \) denote the number of requested contents (of the user) that have to be downloaded. The expectation of \( Z_m \) is

\[
\mathbb{E}[Z_m] = M^{req}\left(1 - \frac{M^{req}}{K}\right)^{m+1}, \forall m = 0, \ldots, \infty.
\]

Similar as in Section III-B, we consider the energy consumption of one task due to the network homogeneity assumptions.

2) Lower Bound Energy Comparison: In the user-provided networks, the users share their downloading resources. Based on Section III-B, the expected lower bound energy is given by

\[
W_U = \sum_{m=0}^{\infty} P(\text{degree} = m) \mathbb{E}[Z_0]\hat{W}(1, m),
\]

where \( \mathbb{E}[Z_0] \) is the expected number of the contents that have to be downloaded (without considering the possibility of retrieving content from neighbors’ caches), and \( \hat{W}(1, m) \) is the lower bound energy for downloading one content (under \( m \) neighbors), as in (13).

In the 3C framework, the requested contents can be either retrieved from users’ cache or downloaded from the Internet. Through considering both the caching and the communication dimensions, the expected lower bound energy is given by

\[
W_G = \sum_{m=0}^{\infty} P(\text{degree} = m) \mathbb{E}[Z_m]\hat{W}(1, m),
\]

where \( \mathbb{E}[Z_m] \) is the expected number of the contents that have to be downloaded under \( m \) neighbors.
The gap between $W^U$ in (16) and $W^G$ in (17) is as follows:

**Proposition 2** (Energy Comparisons). The expected lower bound energy gap between $W^U$ and $W^G$ is as follows:

$$W^U - W^G = M^{req}(1 - \frac{M^{req}}{K}) \times \left[ \left(1 - e^{-Np\frac{M^{req}}{K}}\right) \frac{1}{q} + \int_0^Q \frac{F(x)}{x} \left(e^{Np(F(x)-1)} - e^{Np(1-\frac{M^{req}}{K})F(x)-1}\right) dx \right].$$

(18)

From Proposition 2, the 3C framework reduces the energy consumption, comparing with the user-provided models, because $W^U - W^G \geq 0$. As the requested number of contents $M^{req}$ increases, the gap $W^U - W^G$ increases (i.e., the more the users request, the more the energy reduces). Moreover,

**Corollary 3** (Impact of $M^{co}$). There exists a unique optimal caching ratio $M^{co}/K = R^*(f(x), Np)$ that maximizes $W^U - W^G$, where the optimal ratio satisfies $R^*(f(x), Np) > (Np+2) - \sqrt{(Np)^2 + 4}/(2Np)$ for any $f(x)$.

This corollary shows that, when each user caches $M^{co} = R^*(f(x), Np) \cdot K$ contents, the content sharing due to the general 3C framework leads to the most significant energy consumption reduction. Intuitively, when each user caches a large number of contents, there is a large probability that the requested content has already been cached by the content requester himself; in this case, further content sharing may not help with the energy reduction. When each user caches a small number of contents, the content sharing may not provide much energy reduction due to the limited cached contents from the content requester’s neighbors. Moreover, as $Np$ increases, the lower bound of the optimal ratio $R^*(f(x), Np)$ (i.e., $(Np+2) - \sqrt{(Np)^2 + 4}/(2Np)$) decreases. Intuitively, when the connection probability $p$ is larger, each user has more neighbors (hence is available to access more cached contents), so a smaller caching ratio will be sufficient to achieve the maximum energy reduction (due to the 3C framework).

**IV. EXPERIMENT AND PERFORMANCE**

We consider a scenario of 20 users, who form pair-wise connections with a probability $p = 0.3$. Each user has a task to execute. We perform 100 simulations and show the average results. In each simulation, we randomly generate the parameters of the user and task models. Each user randomly selects a mobile application among the user-provided network, the content sharing, and the distributed data analysis. Moreover, we set the average value of the D2D transmission energy to be $\gamma$ and normalize the average value of all the other energy to be one (to analyze the impact of the D2D transmission energy).\(^7\)

We perform experiments in three cooperation settings: (i) noncooperation benchmark; (ii) the 1C/2C models, where only the users selecting the same application can cooperate; (iii) the 3C framework, where all the users will cooperate.

Figure 3 shows the normalized total energy with respective to the total energy consumption in (i). Note that, for each bar, we show the energy consumptions under both the centralized and distributed algorithms. The rest discussions only focus on the results of the centralized algorithm.

**Comparison between (i) and (iii):** When ignoring the D2D energy (i.e., $\gamma = 0$), the 3C framework reduces the energy by 95.88%. As $\gamma$ increases, the reduction decreases because of the increasing cooperation cost. However, when $\gamma = 2$ (i.e., the D2D energy coefficient is two times as large as the other energy coefficients), the reduction is still more than 24.51%.

**Comparison between (ii) and (iii):** When ignoring the D2D energy (i.e., $\gamma = 0$), the 3C framework reduces the energy by 82.98%. As $\gamma$ increases, this energy reduction decreases due to the increasing D2D transmission cost. When $\gamma = 2$, the 3C framework still reduces the energy by 7.98%.

**V. CONCLUSION**

In this paper, we propose a general 3C framework, which generalizes many of the existing studies on end-user resource sharing. We show that the 3C framework significantly reduces the energy consumption (comparing with the 1C/2C models), especially when user connection probability and content caching ratio are neither too large nor too small. This work serves as the first step for studying the joint 3C resource sharing. For future work, incentive mechanisms have to be designed to motivate the sharing among mobile users.
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